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Background
 Why go to this level?



Background
 No formal academic articles to support 

this research.
 There are a few case study assessments 

on a local sense.
 Nothing to assist someone in choosing a 

tool or service.
 Rather than fall into the best user 

interface, cheapest or well supported 
tools, I wanted to evaluate the end 
results.



Background
 That being said, there is some difference 

in results based on user skill, technology 
available and the overall complexity of 
the sites being captured.

 The following results were based on our 
learning curve and do not reflect on the 
tools and services.  This preliminary 
research. (Note added for public posting 
7/25/2014)



Methodology
 Five of my graduate students volunteered 

to review the quality of captures via five 
different web capture processes.

 Existing web archives had their captures 
evaluated.

 HTTrack and Blue Crab were also used to 
capture sites anew.

 Archive Team was a bit of a hybrid as 
existing captures were evaluated as were 
new captures initiated in their Archive Bot.



Methodology
 A spreadsheet was created of 95 sites.
 Current sites were chosen to represent a 

broad-spectrum based on cultural 
popularity, national, regional and minority 
news, Library Science Schools, and pop 
culture sites.

 Defunct sites captured by services such as 
Archive Team and California Digital 
Library Archives were also evaluated.



Methodology
 Each student was assigned a tool or 

existing website archive to evaluate the 
captures.

 California Digital Library Project (WAS)
 Archive Team
 Internet Archive (tried to separate Archive 

Team feeds from IA captures)
 HTTrack – PC Based
 Blue Crab – Mac based



Methodology
 A criteria for evaluation was created:

 For those existing captures housed in 
openly available archives:

 Percentage closest to original – Rendering 
accuracy 

 Storage Format – WARC?
 Metadata and Harvesting Data
 History of Captures and Recency



Methodology
The Recency scale:
0 – No existing captures on this site
1- One existing capture more than 3 years old
2 – One existing capture within the last 3 years
3- Several existing captures spread over time but 

nothing more recent than the last 3 years
4- Several existing captures spread over time and 

the last within the last 3 years
5- Multiple captures spread over time including 

recent captures within the last 6 months.



Methodology
 A criteria for evaluation was created:

 For those new captures:
 Percentage closest to original – Rendering 

accuracy 
 Storage Format – WARC?
 Number and Type of Ingest Errors
 Intervention Usability
 Robots.txt (How handled)
 Metadata and Harvesting Capability
 History of Captures and Recency
 Ease of Capture for Interface



Execution
 Some students searched existing archives 

to determine if each site had been 
captured.   

 Some input the sites on our list into Archive 
Team (if not already captured)



Execution
 Another team input the site list into Blue 

Crab ($24) and HTTrack (Free) to assess 
results.  These are considered web 
freezers which allow for offline browsing of 
websites.  

 Only website homepages were evaluated 
at this time.  Though several were 
captured in whole this deeper evaluation 
is Phase 2.



Time Analysis –
New Captures
 Majority of time in captures was spent 

nursing sites through the process:
 1) Internet Locks Up
 2) Software Freezes



Time Analysis –
New Captures
 3) Evaluating capture failures  

 technology problems or 
 robots.txt limitations

NOTE: Error Logs were critical in evaluation.  
Those with hard to access logs or 
unavailable logs, utterly limit the user’s 
ability to problem solve.



Time Analysis –
Existing Captures
 Majority of time searching existing sites to 

find urls was slow with no searchability.  All 
but the Internet Archive was only folder 
searchable by topic only so searching 
was slow.



Results by Tool –
Archive Team
 Archive Bot

 Designed by Jason Scott and his 
organization. Is defined a crowd-sourced 
crawler. 
https://archive.org/details/archivebot

 Volunteers and zealots saving at risk sites.
 Some content is on their site and some they 

have uploaded to the Wayback Machine.
 Allowed us to use Archive Bot for our 

additional captures.







Results by Tool –
Archive Team
 Overall the 95 sites that were reviewed 

resulted in an assessment completion of 
77 percent which gathered some data on 
the site.

 The number is drawn down by sites that 
simply did not copy at all.  This is partially 
due to robots.txt restrictions and other 
errors that would have to be nursed 
through the process.



Results by Tool –
Archive Team
 Recency was strong coming in at 4.9 out 

of 5.0 but partially due to our own ingest 
actions.









Results by Tool –
HTTrack(PC Based)
 Self-described “offline browser utility tool”

 https://www.httrack.com/
 Of the 95 sites examined with this tool:

 42% were captured at 80 percent or higher 
assessment.

 32% of sites had no content captured.
 Tended to be either no capture or full.  With 

two exceptions, the zero captures were 
robots.txt issues.  For instance, Disney.com 
copied faster than other sites and delivered  
no visual content only this:











HTTrack3.48-13+htsswf+htsjava launched on Sat, 12 Jul 2014 19:29:00 at 
http://occupyphx.org/ +*.png +*.gif +*.jpg +*.jpeg +*.css +*.js -ad.doubleclick.net/* -
mime:application/foobar
(winhttrack -qwr0%e1C2%Ps2u1%s%uN0%I0p3DaK0H0%kf2A25000%f#f -F 
"Mozilla/4.5 (compatible; HTTrack 3.0x; Windows 98)" -%F "<!-- Mirrored from 
%s%s by HTTrack Website Copier/3.x [XR&CO'2014], %s -->" -%l "en, *" 
http://occupyphx.org/ -O1 "C:\My Web Sites\occupyphx" +*.png +*.gif +*.jpg 
+*.jpeg +*.css +*.js -ad.doubleclick.net/* -mime:application/foobar )
Information, Warnings and Errors reported for this mirror:
note: the hts-log.txt file, and hts-cache folder, may contain sensitive information,
such as username/password authentication for websites mirrored in this project
do not share these files/folders if you want these information to remain private
19:29:00 Warning:  Found for occupyphx.org/robots.txt
19:29:00 Warning:  Redirected link is identical because of 'URL Hack' option: 
occupyphx.org/robots.txt and occupyphx.org/robots.txt
19:29:00 Warning:  Can not bear crazy server (Found) for 
occupyphx.org/robots.txt
19:29:01 Warning:  Warning: store text/html without scan: C:/My Web 
Sites/occupyphx/occupyphx.org/index.html
HTTrack Website Copier/3.48-13 mirror complete in 1 seconds : 2 links scanned, 1 
files written (282 bytes overall) [771 bytes received at 771 bytes/sec], 282 bytes 
transferred using HTTP compression in 1 files, ratio 118%
(No errors, 4 warnings, 0 messages)



Results by Tool –
HTTrack(PC Based)
 Testing was done to adjust settings to go 

0, 1, 2, and 3 levels deep.  
 Sometimes this fixed problems such as 

missing social media boxes, videos, links, 
etc.

 Sometimes it did not.
 When tested on the Michigan Chronicle 

site all four tests turned out exactly the 
same which was a complete capture of 
the Homepage with interactivity to the 
links.



Results by Tool –
Blue Crab (Mac Based)
 Also marketed as an offline browser.
 Overall the tool was strong at capture 

and the brunt of the moderate captures 
were robots.txt based and not the fault of 
the tool.





Results by Tool –
Blue Crab (Mac Based)
 Of the 55 sites evaluated in Blue Crab, an 

average of 77 percent of sites examined 
captured some data.

 This number was generated via 
the”Download One Page” feature to 
assess the homepages only.  This meant 
many links, ads and videos were not 
working.  To fix this a custom profile was 
created going three levels deep and in 
the sample group, this generated more 
complete captures.





Results by Tool –
Blue Crab (Mac Based)
 Seventy three percent of the captures 

were high content captures (80% or 
higher).

 Average capture time was 47 seconds for 
just the one page capture.  There was a 
high of 260 seconds and a low of zero 
seconds in capture.  Length of time was 
not an indicator for capture success. 

















California Digital Library - WAS
 This Web Archiving Service “The University 

of California's Web Archiving Service 
(WAS)helps a wide variety of institutions—
from small institutes to large public 
universities—create enduring digital 
archives of fragile web resources and 
safeguard them in long-term private or 
publically accessible.”

 http://webarchives.cdlib.org/about





California Digital Library - WAS
 Of the 95 sites listed, 12 were in WAS
 Major search issue was the folder structure 

for examining sites.
 Via an email, we received an inventory list 

to assist in findability as the site is 
organized by files and the internal search 
box for each site does not do boolean.

 Dates of capture were primarily 2012 and 
2013, with one being from 2014.



California Digital Library - WAS
 One of the most useful aspects of this 

format was the header
 There is sometimes a category included 

like:





California Digital Library - WAS
 Archive is arranged by folders which is fine 

for browsing not for searching.

















California Digital Library -
WAS
 Of the twelve sites, 74% of the content 

was captured.
 With 58% of those sites being a high 

capture of 80% of the site or more being 
captured.

 Recency was a 4.0 on a 5.0 scale.



Internet Archive –
Wayback Machine
 This well known project describes itself as 

taking snapshots of the web. “Capture a 
web page as it appears now for use as a 
trusted citation in the future.”

https://archive.org/web/



Internet Archive –
Wayback Machine
 Of the 95 sites listed, only one site was not 

referenced in Wayback Machine in some 
manner.

 Almost 16% had no or almost no (title only) 
content captured.  The reasons were 
mainly due to publishers locking down the 
data or corruption (random symbols) in 
the capture.





Internet Archive –
Wayback Machine
 Seventy-four percent were at a high of 

80% content captured or higher.

 Typically, the results were of a higher 
capacity captures with 60 percent being 
graded as having 90% or higher capture 
completion.

 Recency averaged to a 4.2 out of 5 point 
scale.





Web Archiving Project 
Planning - Lessons Learned
 The complexity of the sites to be captured 

will affect your choice in tools/services.
 A quantitative and qualitative evaluation 

is necessary due to the variables in 
content and within the capabilities of the 
tools/services.



Web Archiving Project 
Planning - Lessons Learned
 If you have the staff, look for a more 

advanced tool/service that allows for 
options to nurse the content through the 
system rather than accepting incomplete 
or failed captures.

 Understand your tolerance for failure and 
what you define as failure.

 Develop relationships with the web 
publishers to break through robots.txt 
limitations.



Web Archiving Lessons 
Learned –
Coca Cola Archives, Jamal Booker

 “We have updated our model for 
capture: Previously, we captured the 
same sites quarterly. What we have done 
is made it more flexible so that we 
alternate sites that instead of capturing all 
of the same sites quarterly, we now 
capture a number of different sites each 
quarter. So, for the same price,.” instead 
of capturing one site four times per year, 
we now capture 4 different sites in that 
same calendar year



Web Archiving Lessons 
Learned – Coca Cola
 “The other thing we found worked better 

on our social media captures was instead 
of capturing quarterly to scroll back 120 
days, the technology captures better if we 
go monthly to scroll back 60 days. Due to 
the way old content is pushed down on 
social media sites, the crawlers do better 
with more frequent, shorter scroll back 
crawls.”



Disclaimers
 Would have liked a cleaner way to 

differentiate between Archive Team and 
IA captures.  We were careful but do not 
feel 100% sure that an IA capture may 
have been attributed to AT and vice 
versa.

 https://archive.org/search.php?query=%2
8collection%3Aarchiveteam-
fire%20OR%20mediatype%3Aarchiveteam
-fire%29%20AND%20-
mediatype%3Acollection&sort=-
reviewdate



Archive Team in IA



Disclaimers
 Only looked at Homepages, would like to 

get into greater depth to assure content 
capture is accurate overall.
 This will take processing power and time as 

well as greater storage.
 We were all learning so this is just a first 

step.



Phase 2 - Next Steps
 More widespread and greater depth of 

evaluation.
 Deeper consultation with experts.
 Open it to the professional community.
 Better clarify classifications such as “site 

sucker”, “web freezer”, “web dump”, 
“web capture tool”, “offline browser”, etc.

 Establish templates for setting up 
Institutional Web Archiving Programs.



Phase 2 - Next Steps
 Look at diversity of captures and how 

each works on the back-end to 
understand why.

 Ex. Blue Crab was able to 
capture this site, IA and
HTTrack did not.



Additional Sources
 http://ws-dl.blogspot.com/2014/07/2014-

07-14-archival-acid-test.html
 https://www.google.com/search?q=web

+archiving+basics&oq=web+archiving+b
asics&aqs=chrome..69i57.6455j0j1&sourcei
d=chrome&ie=UTF-8#

 http://www.slideshare.net/eibeed/ch-4-
381



The Team
We have a fantastic group of students that 

assisted in evaluating the sites:
 Lauren Schroeder - Michigan
 Courtney Whitmore - Michigan
 Laura Gentry - Alabama
 Aubrey Maynard - Iowa
 Margaret Diaz - Arizona



Additional Thanks
 Jason Scott and his programmers at Archive 

Team were a wealth of assistance and 
openess!

 Kevin Barton, our SLIS Technology GSA who 
made sure that our technology kept running!



Contact
 If you are interested in the next phase, please 

contact me at:

 Kim Schroeder
Coordinator, Archival Program
Lecturer and Career Advisor
Wayne State University
School of Library and Information Science
Faculty Advisor for National Digital Stewardship 
Alliance
http://wsustudentndsa.wordpress.com/
ag1797@wayne.edu
313 577-9783


